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Estimation of protein folding probability from equilibrium simulations
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The assumption that similar structures have similar folding probabilifigg) leads naturally to a
procedure to evaluate;,y for every snapshot saved along an equilibrium folding-unfolding
trajectory of a structured peptide or protein. The procedure utilizes a structurally homogeneous
clustering and does not require any additional simulation. It can be used to detect multiple folding
pathways as shown for a three-stranded antipargtgieet peptide investigated by implicit solvent
molecular dynamics simulations. )05 American Institute of Physid®OI: 10.1063/1.1893753

I. INTRODUCTION versibly to the NMR solution conformation, irrespective of
the starting structuré: Recently, four molecular dynamics
simulations of beta3s were performed at 330 K for a total
saved along a Monte Carlo or molecular dynamitD) simulation time of 12.6us.12 There are 72 folding events

trajectory is the propab!l|ty_to fold before unfoldqug? IS a and 73 unfolding events and the average time required to go
useful measure of kinetic distance from the folded, i.e., func, A
. . . from the denatured state to the folded conformation is 83 ns.
tional state, and can be used to validate transition state e

semble(TSB structures, which should hayg,~0.5. Such Yhe 12.6us of simulation length is about two orders of mag-

N . . . . _nitude longer than the average folding or unfolding time,
validation consists of starting a large number of trajectories | - - :

. : oo o T “which are similar because at 330 K the native and denatured
from putative TSE structures with varying initial distribution

of velocities and counting the number of those that folgStates are almost equally populatédor the pr analysis

s " . o . the first 0.65us of each of the four simulations were ne-
within a “commitment” time which has to be chosen much . :
. . glected so that along the 35 of simulations there are a
longer than the shortest time scales of conformational fluc: .
. : . total of 500 000 snapshots because coordinates were saved
tuations and much shorter than the average folding ﬁme'ever 20 DS
The concept ofy,q calculation originates from a method for y 29 Ps.

. T - . The simulations were performed with the program
determining transmission coefficients, starting from a known 13 - S
. . e . ... CHARMM. ~ Beta3s was modeled by explicitly considering all
transition state and the identification of simpler transition

states in protein dynamicg.g., tyrosine ring flips* The heavy atoms and the hydrogen atoms bound to nitrogen or

. 3 .
approach has been used to identify the otherwise very elusivey9en atoms(PARAM19 force field”). A mean field ap-

folding TSE by atomistic Monte Carlo off-lattice simulations prOX|mat.|0n based on the solvent accessible surface was used
4 . — Y .~ to describe the main effects of the aqueous solvent on the
of small proteins with &G0 potential;” as well as implicit

10 P
solvent MD (Refs. 6 and ¥ and Monte Carl® simulations solute:™ The two surface-tension-like parameters of the sol

. . : . ._yvation model were optimized without using beta3s. The same
with a physicochemical based potential. The number of trlalf : LT
orce field and implicit solvent model have been used re-

simulations needed for the reliable evaluatiorpgfy makes . : . .
N . " . cently in molecular dynamics simulations of the early steps
the estimation of the folding probability computationally . .
. . f ordered aggregatiolf, and folding of structured
very expensive. For this reason, here we propose a method . 011 . )
; . e S peptides;’**as well as small proteins of about 60 residtres.
estimate folding probabilities foall structures visited in an . S : .
e . . : ) . Despite the absence of collisions with water molecules, in
equilibrium folding-unfolding trajectory without any addi- . : e : ;
: . . the simulations with implicit solvent the separation of time
tional simulation. . ) .
scales is comparable with that observed experimentally. He-
lices fold in about 1 ng® B hairpins in about 10 n& and
Il. METHODS triple-stranded3 sheets in about 100 féwhile the experi-
mental values are-0.1us!’ ~1 us}’ and ~10 us? re-
spectively.
Beta3s is a designed 20-residue sequence whose solution
conformation has been investigated by NMR spectroscopy.
The NMR data indicate that beta3s in aqueous solution form
a monomericup to more than 1 mM concentratiptriple- The 500 000 conformations obtained from the simula-
stranded antiparalleB sheet, in equilibrium with the dena- tions of beta3s(see abovewere clustered by the leader
tured stat€. We have previously shown that in implicit algorithm.18 Briefly, the first structure defines the first cluster
solvent® molecular dynamics simulations beta3s folds re-and each subsequent structure is compared with the set of
clusters found so far until the first similar structure is found.

dAuthor to whom correspondence should be addressed. FAX: 44 635 If th_e structural deviatiorisee below from the ﬁrSt_ confor-
68 62. Electronic mail: caflisch@bioc.unizh.ch mation of all of the known clusters exceeds a given thresh-

The folding probabilityp;,q of a protein conformation

A. Molecular dynamics simulations

. Clusterization
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old, a new cluster is defined. The leader algorithm is very 0.12 - - T
fast even when analyzing large sets of structures such as in

the present work. The results presented here were obtained

with a structural comparison based on the distance root mean 0.08
squareg DRMS) deviation considering all distances involving
C, and/or G atoms and a cutoff of 1.2 A. This yielded
78 183 clusters. The DRMS and root mean square deviation
of atomic coordinateupon optimal superpositignhave
been shown to be highly correlatéd’he DRMS cutoff of

1.2 A was chosen on the basis of the distribution of the (:0-2 107 10° 10' 10 10°

pairwise DRMS values in a subsample of the wild-type tra- ty (nS)

jectories. The distribution shows two main peaks that origi-

nate from intracluster and intercluster distances, respectiveljG. 1. Probability distribution for the first passage tifffit) to the most
(data not shown The cutoff is located at the minimum be- populated clustetfolded statg of the DRMS 1.2 A clusterization.
tween the two peaks. The main findings of this work are

valid also for clusterization based on secondary structurgl. FOLDING PROBABILITY FROM EQUILIBRIUM
similarity.”*° TRAJECTORIES

P (tfpt)

0.04

The basic assumption of the present work is that confor-
mations that are structurally similar have the same kinetic
behavior, hence they have similar valuespgjfy. Note that

For the computation ofy,q a criterion(®) is needed to  the opposite is not necessarily true as explained in Sec. IV
determine when the system reaches the folded state. Givenf@r the TSE and the denatured state. To exploit this assump-
clusterization of the structures, a natural choicedois the  tion, snapshots saved along a trajectory are grouped in struc-
visit of the most populated cluster which for structured pep-Aurally similar clusters® Then the 7gommi Segment of MD
tides and proteins is not degenerétther criteria are also trajectory following each snapshot is analyzed to check if the
possible, e.g., fraction of native contadfs larger than a folding condition® is met(i.e., the snapshot “fold$. For
given thresholil Given® and a commitment timérommi, each cluster, the ratio between the snapshots which lead to
the folding probabilityp;q(i) of a MD snapshot is com-  folding and the total number of snapshots in the cluster is

C. Folding probability

puted a&? defined as the clusterpgy (P$; throughout the text upper-
caseP and lowercas refer to folding probability for clus-
Prog(i) = (i) (1) ters and individual snapshots, respectiyelyhis value is an
(i)’ approximation of they,q of any single structure in the clus-

ter which is valid if the cluster consists of structurally similar
conformations. In other words, the occurrence of the folding
event for the snapshots of a given cluster can be considered
as a Bernoulli trial of a random variable The average ob

and variance on the average for the set of snapshots belong-
ing to a given cluster can be written as

where n¢(i) and n,(i) are the number of trials started from
snapshot which reach within a timer,,mm;t the folded state
and the total number of trials, respectively.

Every simulation started from snapshatan be consid-
ered as a Bernoulli trial of a random varialglevith value 1
(folding within 7¢ommip O O (no folding within 7¢ommiD- The

variable # has average and variance on the average of the v
form Prlal=(0) = \TVE 6, i€a,
i=1
(6) = Prola = E 0, . 3
i o= —PE(1-PP),
2 w
1
‘T<2.9> = prold(l = Proia) whereW is the number of snapshots in cluster P{ is the
t

average folding probability over a set of structurally homo-

wheren, is the total number of trials and the accuracy on thegeneous conformations. Using the clustering and the folding
Proig Value increases with. criterion @ introduced above, values &¥F for the 78 183

In Fig. 1 the distribution of the first passage tiiffipt) to  clusters can be computed by E@®), i.e., the number of
the folded state is shown. The double peak shape of theonformations of the cluster that fold within 5 ns divided by
distribution provides evidence for the different time scalesthe total number of conformations belonging to the cluster.
betweenintrabasin andnterbasin transitions. A value of 5 ns In this paper we provide evidence that the basic assump-
is chosen forrg,mit because events with smaller time scalestion mentioned above, that is, similar conformations have
correspond to the diffusion within the native free-energy basimilar folding probabilities, holds in the case of beta3s, a
sin, while events with larger time scales are transitions fronthree-stranded antiparallgd-sheet peptide investigated by
other basins to the native one, i.e., folding/unfoldingMD.*? Moreover, we show that the computationally expen-
events:? sive
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TABLE I. DRMS clusters used for the calculation Bf. PfC values evenly distributed in the range between 0 and 1
N p - (see Table)l In the case of large clusters a subset of snap-
Cluster 2 P; Tos. N We Weampis hots | . ;
0 shots is considered for the computationRyf In those cases
1 0.00 0.03 0.04 150 144 15 Wis replaced in Eq(4) by Wgampie< W that is the number of
2 0.11 0.05 0.06 150 449 15 shapshots involved in the calculation.
3 0.06 0.05 0.07 120 36 12 The standard deviation qf,q in a cluster is computed
4 0.08 0.07 0.08 140 555 14 as
5 0.10 0.08 0.06 100 10 10
— : 2
6 0.13 0.12 0.18 160 911 16 O = V{(Proia(i) = PiLa])9icq- (5)
7 0.25 0.16 0.07 80 4 4
8 023 020 0.31 150 141 15 Inthe case of full kinetic inhomogeneity, i.e., random group-
9 021 022 0.15 140 178 14 ing of snapshots, thpy, value for all snapshots in a given
10 0.12 0.23 0.20 120 48 12 cluster will be equal to 0 or 1, indicating the coexistefice
11 0.57 0.25 0.14 140 14 14 . :
the same clustgiof structures that either exclusively fold or
12 0.05 0.27 0.19 100 19 10 told. In thi flects the B i distributio’®
13 0.23 0.29 0.38 140 391 14 unfold. In this caser,  reflects the Bemnoulli distributiofr.
14 0.08 0.30 0.15 120 12 12 Figure 2a) shows that, even when onty=10 runs per snap-
15 0.72 035 023 130 129 13 shot are used to compuf®,q, Tporg values are not compat-
16 0.19 0.38 0.18 130 26 13 ible with those of a Bernoulli distribution. Moreover the val-
17 0.38 0.44 0.39 160 16 16 ues of the standard deviation decrease when the number of
18 0.38 0.51 0.28 160 16 16 trials n; increases, as reported in Figb® for two sample
19 0.65  0.60 0.29 100 20 10 clusters. The asymptotic value @f_ (n,— <) for these two
20 0.57 0.61 0.35 70 7 7 : fold
o1 0.48 063 0.32 140 ”7 14 data sets is of 0.05 and 0.2. This value cannot reach zero
. 0'74 0'65 0‘40 140 539 4 because snapshots in a cluster are similar but not identical.
23 0'68 0'66 0'18 140 28 14 These results suggest that snapshots inside the same cluster
24 038 071 0.24 130 13 13 are kinetically homogeneogs and_a statlst|ca}l_ Qescnonn of
o5 0.50 0.72 0.20 100 > 2 Proig Can be adopted, that is, folding probabilities are com-
26 0.82 0.76 0.31 170 17 17 puted as cluster averagémstead of single snapshptby
27 0.50 0.78 0.14 120 12 12 means ofP; and P,
28 0.78 0.78 0.22 180 18 18 We still have to verify thaF‘fC indeed approximates the
29 0.70 0.79 0.19 130 189 13 computationally expensiv®;. Namely, for the 37 clusters
30 077 079 0.17 150 30 15 mentioned above a correlation of 0.89 betw@mnand P; is
31 085 081 0.11 130 13 13 found with a slope of 0.86see Fig. 8a) and Table ), indi-
gg 8'2(1) 8'22 8'23 igg 42001 ig cating that the procedure is able to estimate folding prob-
' ' ' abilities for clusters on the folding-transition barriéP;
34 0.85 0.85 0.10 120 48 12 0 I in the foldingP;~ 1.0 folding (P
35 094 088 013 170 1990 17 5 as well as in the foldind g+ or unfo ing (Py
36 071 0.94 0.07 70 7 7 ~0.0 regions. The error.bars f(ﬁ.f in Flg. 3(a) are derived
37 0.95 0.95 0.06 150 855 15 from the definition of variance given in E@3). In the same

spirit of Eq. (3) the folding probabilityP; and its variance
are written as

aCluster Proq [PS, Eq. (3)].

PTraditional, i. e., computationally expensif value[Eqg. (4)].

‘Standard deviation ofq in a cluste{Eq. (5)]. N
“Total number of trials used to evalud®e. For every structure,=10 trials 1

were performedN=n, W;,,d except for clusters 7 and 25 for which 20 Pi=(6)= NE g,

and 50 trials were performed, respectively. i=1

®Number of snapshots in the cluster. (6)
‘Number of snapshots used to evaluBte The Wy, qeSUbset was obtained 1

by selecting structures in a cluster evéWW/ W,k saved conformations. U<20> = pr(l -Py),

1Y i ) whereN=2n is the total number of runs antlis equal to 1
Pila]= V_VZ Proa(i), 1€ a, (4)  oro, if the run folded or unfolded, respectively. Note that the
=t same number of rung, has been used for every snapshot of
which is measured by starting several simulations from each cluster. The large vertical error bars in Figa)3orrespond
snapshot in the clustere with W snapshots, is well approxi- to clusters with less than ten snapshots. The largest devia-
mated byP? whose evaluation is straightforward. tions betweerP; and P,? are around the 0.5 region. This is
To test the assumption that similar structures have simidue to the limited number of crossings of the folding barrier
lar proig and to compare the values Bf with those obtained observed in the MD simulatiofFig. 3(b), around 70 events
from the standard approaérfplding probabilitiesP; were  of foldinglz]. Improvements in the accuracy for the estima-
computed for the structures of 37 clusters by starting severdion of P; are achieved as the number of folding events, i.e.,
5 ns MD runs from each structure and counting those thathe simulation time, increas¢bigs. 3¢)-3(e)].
fold [Egs. (1) and (4)]. The 37 clusters chosen among the The two main results of this study, i.e., the kinetic ho-
78 183 include both high- and low-populated clusters withmogeneity of the clusters and the validity B’f as an ap-
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FIG. 2. Standard deviationr, = V{(Proig() = PiLa])Die, Of the pyq for the 37 DRMS clusters used in the studg) Op,.q @S a function ofP; compared to

a Bernoulli distribution(solid line). Ten trials were performed for each snapshot. The largest values for the standard deviation are located around the 0.5 region
and this is probably due to the Bernoulli proc¢gs 0,1) used for the calculation gfg. (b) Tpg dependence on the number of trials used to evalpgte

The dashed curves are fits with(a/\x)+b function. The horizontal dashed lines are drawn to help identifyin¢airthe two clusters used itb). (c)
Dependence oP; on the number of trials, for the two clusters used ib).

proximation of P;, are robust with respect to the choice of the pairwise RMSD distribution of beta3s structures with
the clusterization. Similar results can be obtained also withp;,4>0.51 (native statg 0.49< p;,q<0.51 (transition state
different flavors of conformation space partitioning, as longensemble, TSE andp;,q < 0.49(denatured stajgFig. 4(a)].

as they group together structurally homogeneous conforma=or the native state, the distribution is peaked around low
tions, e.g., clusterization based on root mean square devigalues of RMSD(~1.5 A) indicating that structures with
tion oflg\tomic coordinate$RMSD) or secondary structure p .~0.51 are structurally similar and belong to a nonde-
strings.” The latter are appropriate for structured peptidegyenerate state. The statistical weight of this group of struc-
but not for proteins with irregular secondary structure beyres js 49.4% and corresponds to the expected statistics for
cause of string degeneracy. Note that partitions based on Ofse native state because the simulations are performed at the
der parametergdlike native contactsare usually unsatisfac- oiing temperature. In the case of TSE, the distribution is

tory and nqt roF’”St-_ This is mainly due_ to the fact thatbroad because of the coexistence of heterogeneous struc-
clusters defined n 5“'3 way are characterized by large UGy res. This scenario is compatible with the presence of mul-
tural heterogeneities. tiple folding pathways. Beta3s folding was already shown to
involve two main average pathways depending on the se-
quence of formation of the two hairpiis! Here, anaive

The folding probability of structuré is estimated as approach based on the number of native contatsised to
Proa(i) =P$La] for i € a. This approximation allows to plot structurally characterize the folding barrier. TSE structures

IV. ANALYSIS OF TRANSITION STATE ENSEMBLE
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FIG. 3. Cluster folding probabilitPfC. (a) Scatter plot oinC vs P;. The DRMS 1.2 A clusterization and the folding criteridn(reaching the most populated
cluster within 7.ommi=5 N9 were used(b) Probability distribution of thepy,y value for the 500 000 snapshots saved along thed 01D trajectory. The
folding probability for snapshatis computed ag;,q(i) =P «] for i € a. (c-@ Scatter plot oP§ vs P; for 1.0, 5.0, and 1Qus of simulation time, respectively.
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events observed in the simulation increases. Recently the

0.08 T T T T T T T

e _ b £ o clusterpsoq approach has been used to identify the transition
> 0.06 - ’," \\ — 758 T state ensemble of a large set of beta3s mutdotsa total of
% 004k ', \ | 0.65 ms of simulation tinfé), which would have been im-
£ Y possible with traditional methods. As a further application,
002} | \'\ L the cluster ¢,q procedure can be used to validate TSE con-

’; ‘_\.;"' formations obtained by wide-spre&b models.
0% T2 3 4 5
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